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Abstract: Grid computing is a form of distributed 

computing that involves coordinating and sharing 

data storage and network resource. The goal of grid 

job scheduling is to achieve high system throughput 

and match the job to the appropriate available 

computing resource. The complexity of scheduling 

problem increases with heterogeneous nature of 

grid and is highly difficult to schedule effectively. 

Existing algorithm does not adapt to the dynamic 

grid environment. In order to utilize the power of 

grid completely and to assign job to the resource 

dynamically an efficient algorithm called Adaptive 

Scoring Job Scheduling (ASJS) was introduced. 

However the bandwidth and storage capacity 

occupied by data intensive and computational 

intensive job is high and each time the user have to 

specify whether the job is computational intensive 

or data intensive. . Due to this problem the jobs 

are not completed in time. To provide a solution to 

that problem Enhanced Adaptive Scoring Job 

scheduling algorithm is introduced. The jobs are 

identified whether it is data intensive or 

computational intensive and based on that the jobs 

are scheduled. The jobs are allocated by computing 

Cluster Score (CS). The jobs that are submitted by 

the user is divided into sub tasks and replicated. By 

using this strategy the job occupies lower storage 

capacity and bandwidth. Due to the dynamic nature 

of grid environment, each time the status of the 

resources changes and each time the Cluster Score 

(CS) is computed and the jobs are replicated and 

allocated to the most appropriate resources. 
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1. INTRODUCTION 
 

Grid can be classified as computational grid and data 

grid. The computational grid facilitates efficient 

computation power and CPU available. The data grid 

facilitates efficient storage and distributions of data.  

 

A computational grid is a collection of 

heterogeneous computing nodes for computation 

intensive jobs. A data grid connects geographically 

distributed computer and storage resources, enabling 

users to share data and other resources. 
 
Grid computing aims at aggregating resources such 

as Central Processing Unit (CPU) speed, load and 

storage space to solve a single task. Grid computing 

combines the power of both parallel computing 

and distributed computing. Distributed computing  

supports resource sharing and parallel computing 

supports computing power. Scheduling is defined as 

the process of allocating jobs by selecting best 

resource from collection of resources. The main 

purpose of scheduling is to balance the entire 

system and complete the execution of jobs as soon 

as possible. In grid, many users may face hundreds 

of computers to utilize and it is impossible for anyone 

to assign jobs manually in grids. 

 

A good job scheduling algorithm should adjust 

according to the changing the status of the entire 

environment and types of jobs. Some characteristics 

that are intrinsic to grids should be considered 

during scheduling, such as resources, dynamic 

nature of machines, network load, bandwidth 

latency and topology.  

 
Data replication is an important optimization step to 

manage large data by replicating data in various 

sites. The major challenge is a decision problem i.e. 

how many replicas should be created and where 

replicas should be stored. Hence new methods are 

needed to create replicas that increase availability 

without using unnecessary storage and bandwidth. 
 

2. RELATED EXISTING WORK 
 

Paranhos et al (2003) [2] presented 

algorithm to increase the performance of the 

system and to schedule Bag-of-Tasks (BOT) 

application.  

 

Sheng et al (2005) [9] proposed an 

adaptive and dynamic scheduling method called the 

Most Fit Task First Scheduling (MFTF) for a 

class of computational grids. 

 
Yan et al (2005) [3] proposed an algorithm 

called improved ant algorithm for job scheduling 

in grid computing based on an adaptive 

scheduling heuristics and load balancing component 

to improve the job finishing rate and load 

balancing rate. 
 

Figueria and Tan Trieu (2008) dealt with 

storage capacity planning for data grids. Due to 

massive size of data the task of managing and 

distributing data quickly is a problem and hence the 

planning of storage capacity in data grids are carried 
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out.  
Chang et al (2009) [5] dealt with an                                   

algorithm called Balanced Ant Colony 

Optimization(BACO) algorithm which is used to 

balance the load of the entire system and to 

minimize the makespan time for the given set of  

jobs. Abdi et al (2010) [1] dealt with an 

algorithm called Hierarchical Replication Strategy 

(HRS) to improve data access and efficiencies.  

 

Square Root(MHR) to provide solution 

to fixed quantum problem. The main aim of this 

algorithm is to execute the jobs with minimum 

turnaround time and with minimum. 

Wei et al (2012) [9] dealt with an 

algorithm to improve the grid task scheduling called 

as an improved ant algorithm.  
 

Chang et al (2012) [4] dealt with an 

algorithm called Adaptive Scoring Job Scheduling 

(ASJS) algorithm to shorten the completion time 

and enhance the system throughput.  
 
3. PROPOSED WORK 
 

The proposed algorithm computes the Cluster Score 

(CS), the jobs that are submitted by the user is 

divided into sub tasks and replicated. The replicated 

tasks are allocated to the cluster which has the highest 

score. 

 

3.1 Proposed Scheduling Architecture 
 

In the proposed system, the user submits the job to 

the grid scheduler and based on the Cluster 

Score(CS) which is computed jobs are allocated to 

the cluster of resource. The grid scheduler identifies 

whether it is a data intensive job or computational 

intensive job by using job information specified by 

the user.The computational intensive job needs 

more computing power, the CPU_Available value 

will be large compared to other jobs and data 

intensive job needs more transmission power. 

These jobs need more bandwidth to transmit the  

job. Based on these conditions the jobs are 

identified and they are allocated. 

 
The proposed architecture which is illustrated in Fig 

1 shows how jobs are allocated to the cluster of 

resources. Job 1, Job 2…Job n are the ‘n’ 

number of jobs which can be a computational 

intensive or data intensive jobs. The grid 

scheduler allocates the job to the cluster of 

resource by computing ATP,ACP. Suppose if the 

storage capacity and bandwidth need for the job is 

high the job is divided in sub task.Each subtask is 

replicated.The cluster of resources include CPU 

Speed, Load, CPU Available, Computation power 

(CP) and Memory Available. 
 

 

 

 

 

 

 

 

 

 

 

Fig 1: Overall architecture diagram 

 
3.2Enhanced Adaptive Scoring Job 

Scheduling Algorithm with Replication 

Strategy 
 

In Enhanced Adaptive Scoring Job Scheduling 

algorithm along with ATP (Average Transmission 

Power) and ACP (Average Computation Power) 

[4] of each resource is calculated and the total 

size of the jobs are divided and the sub tasks are 

replicated. The replicated jobs are then assigned to 

the cluster which has the highest cluster score. The 

following algorithm gives a detailed description 

about how jobs are scheduled. 

 
Step1.The Average Transmission Power (ATP) which 

is calculated using the formula 

            m   

ATP = Bandwidth _ available / m1 
            j1 

Bandwidth_available - bandwidth which is available 

between each cluster  
m - number of clusters 

Step 2 The Average Computation Power (ACP) which 

is calculated using the formula  
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             n 

ACP = CPU _ Speed *(1 load) / n 

            K=1  

CPU_Speed - speed of the resource in a cluster load - 

current load of the cluster n - number of resources in the 

cluster 

 Step 3 Let Sj be the total size of the job which is 

divided into subtasks 

 Sj= {S1,S2………Sn}  

S-Subtasks n-number of subtasks  

Step 4 For each sub task Sj the replica of the tasks are 

generated  

Rj= {RF1,RF2………RFn}  

RF-Replicated file n-number of replicated file  

Step 5 The Cluster Score (CS) is computed by using the 

formula 

 CS=α.ATP+β.ACP  

α-coefficient value of ATP β-coefficient value of ACP 

The coefficient values should always be equal to 1,i.e 

α+β=1  

Step 6 The replicated tasks are allocated to the 

Cluster which has the highest Cluster Score (CS) 
 
Step 7: The replica which finishes the job first is 

considered and other replicas are terminated. 
 
The CP value is also calculated by taking the CPU 

Available value and dividing the value by 10 and the 

normalized value is divided with other CPU Available 

value to get CP value. 
 
For example, 2 jobs Job1 and Job2 .Let Job1 

be a data intensive job whose size is 200 MB 

and Job 2 be a computational intensive job. The 

Table 1 shows the status of the resource. The 

bandwidth between the Cluster A and Cluster B 

is 8.57 and bandwidth between Cluster B and 

Cluster C is 9.43 and bandwidth between Cluster 

A and Cluster C is 10.57. Assume value of α=0.5, 

β=0.5 such that the sum of their values is equal to 1. 

Based on the job information which is specified by 

the user the values of α, β In the Table 1 the CPU 

Available which is calculated by using the formula 
In the Table 1 the CPU Available which is calculated 

by using the formula 
 

CPU_Available=CPU_Speed*(1-load) 
 
Similarly the CP value is also calculated by taking 

the highest CPU Available value. The normalization 

range is set from 1 to 10. 
 

Each time the status of the resource changes and 

based on the CPU Available and load information of 

the cluster the CP is calculated. The Job1 whose 

size is 200 MB is divided into subtask. Each 

subtask is replicated as RF1,RF2….RFn are 

allocate to the cluster. The replica which finishes the 

job first is considered and other replicas are 

terminated. 
 

Based on the status of the resource given in 

Table 1 the formulas are applied to obtain the 

computation result for ATP, ACP,CS which is given 

in Table 2 

The initial status of the resources which are 

considered here is R1,R2,R3,R4,R5,R6 and there 

are three clusters Cluster A, Cluster B and Cluster 

C. There are two resources that are grouped under 

each cluster. The resources that are considered are 

CPU Speed, Load, CPU Available and Memory 

Available. 

The resources that are grouped under each cluster 

need not have to be uniform. Each cluster can 

contain multiple number of resources. Based on 

which the jobs are scheduled. 

The replicas are allocated to the cluster and the 

replica which finishes the job first is considered 

and other replicas are terminated. 

Based on the initial status of the resource the 

ATP, ACP values are calculated. 

 

Table 1 shows the initial status calculated. Here each 

cluster is assigned two resources. 

 

CPU speed, load in percentage, CPU avail and CP is 

calculated and it is shown in the table below 

The Cluster B has the highest Cluster Score (CS) but 

the size of the job is 200 MB and the memory 

available in Cluster B is 20 MB hence the jobs are 

divided into tasks S1,S2…Sn and each subtask is 

replicated RF1,RF2..RFn. The replicas are 

allocated to the cluster. The replica which finishes the 



ISSN 23499842(Online), Volume 1, Special Issue 2(ICITET 15), March 2015  

International Journal of Innovative Trends and Emerging Technologies 

Paper ID # IC15032                                                               155 
 

job first is considered and other replicas are 

terminated. Similarly for n number of jobs the CS is 

computed and allocated. The make span of n number 

of jobs are computed. 

 
3.3 Algorithm Implementation 
 

The following are the modules that are used 

for the implementation of the algorithm 
 

 

 

 
             Fig.2 Algorithm Implementation 

 

 

4. SIMULATION ENVIRONMENT 
 

The simulation tool which is used for the proposed 

system is GridSim. The GridSim simulator 

provides a platform and enable the users to model 

and simulate the characteristic of grid resource. It 

supports job scheduling and distributes diverse set 

of resources for job scheduling. GridSim is a Java-

based toolkit. 

 
5. RESULTS AND ANALYSIS 
 

The simulation parameters that are used for our 

proposed algorithm are 
 

 

Parameter Value 
 

 
 

Number of Jobs 
 

 

1000 
 

 

Number of 
Resources 

 

 

250 
 

 

Computing Power 
 

 

1500-5000 
 

 

Number of Clusters 
 

 

9 
 

 

Size of memory(MB) 
 

 

500 
 

 

Jobs Submitted 
 

 

100-200 
  

Based on the above simulation parameter the ATP, 

ACP and CS values are calculated. The jobs are 

replicated and allocated to the cluster. The replica 

which finishes the job first is considered and other 

replicas are terminated. 

 
In the below Table 3 the makespan for four jobs are 

calculated Compared to the previous Adaptive 

Scoring Job Scheduling Algorithm the makespan 

time is reduced after using the Enhanced 

Adaptive Scoring Job Scheduling Algorithm with 

replication strategy. Similarly the makespan can be 

calculated for 1000 jobs 

 
Here the values α=0.3, β=0.7 represent the 

value for computational intensive jobs and α=0.7, 

β=0.3 represent the value of data intensive jobs. 

The makespan time of both the jobs are calculated. 

 

6. CONCLUSIONS 
 

The proposed Enhanced Adaptive Scoring Job 

Scheduling Algorithm with replication strategy 

method schedule jobs in dynamic heterogeneous 

grid environment. The algorithm divides the jobs 

into subtasks. The subtasks are replicated and the 

replicated job is assigned to the cluster. Jobs that 

are considered in this methodology are independent 

and the jobs are allocated to the cluster by computing 

cluster score. The job whether it is data intensive or 

computational intensive can also be identified without 

user specification and based on that the jobs can be 

scheduled. 

 

7. FUTURE ENHANCEMENT 
 

The job scheduling algorithm used here is Round 

Robin scheduling algorithm. In this algorithm, each 

job is given assigned a priority. It does not give 

special priority to more important tasks. This means 

an urgent request does not get handled any faster than 
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other requests in queue. To overcome this 

disadvantage we are in the idea of using Multilevel 

Queuing in our future enhancement project. Because 

in this algorithm, a process that waits too long in a 

lower level priority queue may be moved to a higher 

priority queue.    
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