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Abstract- Rapid growth of online travel information imposes 

increasing challenges for tourists who have to choose from large 

number of travel package to satisfy their personalized needs. The 

demand for online travel services increase dramatically to 

improve living standards, even an ordinary family can do 

extended travel very comfortably on a small budget. In this 

paper, we first examine the unique characteristics of travel data 

for existing travel packages, and then develop a tourist-area-

season topic (TAST) model. This TAST model helps to extract 

topic conditioned on both travel packages and tourists that can 

be represent in different topic distributions. Then, based on this 

model, we propose a hybrid recommendation to generate the lists 

for travel package recommendation. Besides, we extend the 

TAST model to the tourist-relation-area-season topic (TRAST) 

model that captures relationships among the tourists in each 

travel group. Thus results show that the TAST model can 

effectively capture the unique characteristics and the hybrid 

recommendation is more effective than traditional 

recommendation techniques. 

 

Keywords: collaborative filtering, gibbs sampling algorithm, 

TAST, Hybrid recommendation, TRAST.  

I.INTRODUCTION 

          

          Recommender systems which are defined as applications that 
e-commerce sites make use to suggest products and provide 

consumers with information based on their decision-making 

processes. They implicitly assume user needs and constraints, 
through suitable recommendation algorithms, and convert them into 

the intelligent recommender by using product selections. Knowledge 

is extracted either by content- or knowledge-based approaches. 
Furthermore, the interaction process that turns needs into products, 

and view of user which is purely depends on the recommendation 

technology and algorithms. For example, if the system used for 
guiding the behavior of other users in the recommendation, it 

explicitly shows reviews or rates of the selected products from a 

similar user.  
Besides, there are technical and domain issues to implement an 

effective travel package recommendation. Precisely, we first analyze 

the characteristics of the travel packages. Along this line, travel time 
and destinations are split into different seasons and areas. Then, also 

a Tourist-Area-Season Topic (TAST) model was developed, which 

can extract the topics conditioned on both the tourists and the 
landscape (i.e. locations, travel area). As a result of TAST model can 

represent the content of the travel packages as well the interests of 
the tourists. Based on this TAST model, a hybrid recommendation 

approach is developed for travel package recommendation by 

including some additional factors such as the behaviors of tourists 
based on seasonal, the prices of given travel packages, and some 

common issues is that cold start problem. The tourist-relation-area-

season topic (TRAST) model helps to understand the reasons why 
tourists form a travel group. This is very helpful for capturing the 

latent relationships among the tourists in each travel group. 

 

II. RELATED WORK 

         In general, the related work that can be categorized into two 

classes: the first class will be tourism domain, where some system 

has been design to help tourists which can be sub divided into other 

two groups. 
         In first group, people are particularly focused on intelligent 

systems for the tourists before planning, information filtering. For 

example, Yin et al. proposed an automatic trip planning framework. 
Also, Hao et al. proposed a location-topic model from large 

collection of travel logs and to recommend the travel destination. Wu 

et al. designed a system to generate the personalized tourism 
summary. 

         In the second subgroup, people target on providing more 

personalized travel information. For example, Averjanova et al. 
designed map-based mobile system. Moreover, Carolis et al. used a 

map for outlining the location and the information of landscapes in 

area. Finally, a more revealing on-tour support system, MobyRek, 
was designed by Ricci and Nguyen. 

         The second class includes the research work related to topic 

models and their applications on recommender systems. Topics 
models are usually based on the documents (such as messages, 

emails, etc.) are mixtures of latent topics. 

           

III. SYSTEM DESIGN 

 
            System Architecture Design depicts to communicate with 

client server interfaces. In that design user will compare the different 
travel packages for same location. These travel packages retrieve 

information from package content database and also look for similar 

travel packages that are already available in travel log database. The 
travel log will maintain the history of travel packages. Admin will 

upload the topics for each packages based on user rating. We can find 

his/her nearest neighbors by ranking their similarity values. Thus, the 
packages, favored by these neighbors but have not been traveled by 

the given tourist, can be selected as candidate packages which form a 

rough recommendation list, and they are ranked. Suppose the new 
packages which are similar to the candidate packages are added into 

the recommendation list and their ranks in the list based on the 

average probabilities of the similar candidate packages. Admin will 
provide recommend the items that are preferred by the users who 

have similar tastes with her. After removing the packages which are 

no longer active, we have the final recommendation list. These 
recommended lists will send to user. In real applications, new travel 

package recommendation list can be separated from the general list. 

 

 
Figure 3.1: System Design 
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3.1 Publishing the services 

 
           The travel packages will satisfy their information which is 

provided to users. So, develop a tourist-area-season topic (TAST) 
model, this model analyzed travel packages and tourists through 

different topic distributions. As results, the extraction of topics is 

conditioned based on the tourist’s needs and either locations or travel 
seasons of the landscapes. And also shows the content of the travel 

packages and the interests of the tourists. Each and every choice of a 

travel package represents the strong interest of the tourist in the 
content provided in the package.  

There are three major challenges to characteristics: First, how to 

estimate the tourist interests and the travel package; second, how to 
recommend the packages to each tourist; third, how to form a travel 

group based on tourists relationship. Finally, it is determined to 

develop more suitable approaches for travel package 

recommendation. 

 

3.2 Machine Learning TAST Model 

 
               In general, a learning problem considers a set of 

n samples of data and tries to predict properties of unknown data. If 

each sample is more than a single number, and for instance a multi-
dimensional entry, is it said to have several attributes, or features. 

Machine learning is about learning some properties of a data set and 

applying them to new data. This is why a common practice in 
machine learning to evaluate an technique is to split the data at hand 

in two sets, one that we call a training set on which we learn data 

properties, and one that we call a testing set, on which we test these 
properties. 

 

3.3 Normalizing  

 
              First, we have obtained the topic distribution of each tourist 

and package by the TAST model; then we can compute the similarity 

between each tourist by their topic distribution similarities. We 
recommend the items that are preferred by the users who have similar 

tastes with her that as been given to the user. Thus, the packages 
which are favored by these neighbors but have not been traveled by 

the given tourist can be selected and forms a rough recommendation 

list; also they are ranked by the probabilities which are examined by 
the collaborative filtering. 

Normally, services are normalized by quality of services (QoS). The 

QoS performed based on certain factors such as response time, 
availability, throughput and restability that should be satisfied the 

services. 

 

IV. PROPOSED ALGORITHM 

 
               In order to access recommended list for each given tourist, 

there are a variety of algorithms have been advanced to estimate the 

parameters of these model. And also show how to estimate the 
packages and packages by topic based model which based on the 

Bayesian network. From this results helps to measure the similarity 

between packages and tourists. 
 

4.1 Gibbs sampling algorithm 
 
                   A variety of algorithms are developed to estimate the 

parameter the TAST model. Here, we achieved the Gibbs Sampling 

method, a form of Markov chain Monte Carlo (MCMC), which is 
easy to implement and efficient way of extracting large sets from 

travel logs. The generation of each landscape provides token for 

given travel log depends on topic distributions. Finally posterior 

estimates are calculated from given training set. The main aim this 

algorithm to construct a Markov chain that has the target posterior 

distribution as its stationary distribution. 
Let                                                             be the topic distribution of 

the      element be number of landscape given all the other parameters 

minus the      , then Gibbs Sampling for an m-component variable of 

tourist-season pair is given by the transition from                                        

to          Xt+1 generate as: 

 

Given an arbitrary initial value: 
         

 

 

 

                                       
 

 

 

 

4.2 Information gain method 

 
            Information gain (IG) measures the amount of information 

in bits about the prediction rates that should be available information 
(ie., the presence of a feature and the corresponding class 

distribution). Concretely, it measures the expected reduction in 

entropy (uncertainty associated with a random feature). 
Information gain method will divide the entire location in our data set 

into multiple areas according to the travel area segmentations 

provided by the travel company. We use an information gain-based 
method to get the season splits. The information entropy of the 

season SP is 

                                          Ent(SP)=-∑i=1
| SP |

 Pi log(Pi) 

where |Sp | is the number of different packages in Sp and Pi is the 

proportion of package Pi in this season. 

The best split month induces a maximum information gain given by    
E(i) which is equal to  

                                              Ent(SP)-WAE(I;SP) 

 

4.3 Collaborative Filtering 

 
                 Collaborative filtering (CF) is a technique used by travel 

package recommender systems. Collaborative filtering is the process 
of filtering for information or patterns using techniques involving 

collaboration among multiple travel agents, viewpoints etc. 

Applications of collaborative filtering typically involved for very 
large data sets. 

               Here we use to generating the personalized candidate 

package set for each tourist by using the collaborating filtering 
algorithm. The packages which are favored by these neighbors those 

does not been traveled by the given tourist and also form a rough 

recommendation list. In recommendation system, issues cold start 
problem arise so new packages that are similar to the ones already 

traveled by the given tourist. Thus, we propose to compute the 

similarity between the new package and the given number (e.g., 10) 
of candidate packages in the top of the recommendation list. The new 

packages that are similar to the packages which have been added into 

the recommendation list and their ranks in the list based on the 
average probabilities. It is expected that this method can not only 

deal with the cold-start problem but also avoid the overspecialization 

problem. 
              Suppose if two users have same rated items in common and 

also have similar tastes. Such user build a group, they get 

recommendation to those items that he/she hasn’t rated before, but at 
same time they have positively rated by user in his/her neighborhood. 

 

V. RESULTS AND DISCUSSIONS 
 

            From the results, we can see that the proposed hybrid 

recommendation that will works very well for predicting the tourists’ 

travel preferences by deriving the unique characteristics of the travel 

package data. Also, we explained about domain depended such as 

travel. 
            Also, if we want to deploy this work for real-world services, 

we have to form more practical functions. Second, there are some 

restriction with the evaluation, which is based on the ability to 
recover removed test data and a simple user study. For real-world 

applications, more revealing online experiments are needed. 
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VI. CONCLUSION 

 
                  In this paper explained about study on personalized 

travel package recommendation. Specifically, we first examined the 

unique characteristics of travel packages and developed the TAST 
model. The TAST model can find the interests of the tourists and 

extract information. Then, we are deriving the TAST model for 

developing a hybrid recommendation approach on personalized 
travel package recommendation. This hybrid recommendation 

strategy has the ability to combine several constraints existing in the 

real-world scenario. Furthermore, we enlarged the TAST model to 
the TRAST model, which can record the relationships among tourists 

in each travel group. Finally, an empirical study was deployed on 

real-world travel data. The hybrid recommendation can helps better 
performances of travel package recommendation, and the TRAST 

model which is more effective and also provides automatic 
prediction.  

 

VII. FUTURE WORK 

 
               For future work in this paper so we could replace the 
collaborative filtering algorithm it’s a more complex algorithm to 

decrease the further cost. Work can be done on using our model for 

tourist packages as per the quality.  To study deeply about the 
performance evaluation and what are the factors will affect can be 

done. Finally we can compare with other topic models for better 

performances. 
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